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Figure 1: (a) The correlation between discretization error difference (DED) and the quantization
errors in 15th layer. (b) The correlation between DED and the entropy in 5th layer and (c) in 25th
layer.

Figure 2: Visualization of block division for Q-VLM with different samples on LLaVA architectures.

Figure 3: Visual reasoning examples from LLaVA-13B model. Q-VLM improves over the AWQ
baseline for W4A4 quantization, reducing quantization errors and providing more reasonable answers.
We color the text to show the correct or wrong responses.
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